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ABSTRACT

Result ranking diversification has become an important issue for web search, summarization, and question answering. For more complex questions with multiple aspects, such as those in community-based question answering (CQA) sites, a retrieval system should provide a diversified set of relevant results, addressing the different aspects of the query, while minimizing redundancy or repetition.

We present a new method, DRN, which learns novelty-related features from unlabeled data with minimal social signals, to emphasize diversity in ranking. Specifically, DRN parameterizes question-answer interactions via an LSTM representation, coupled with an extension of neural tensor network, which in turn is combined with a novelty-driven sampling approach to automatically generate training data.

DRN provides a novel and general approach to complex question answering diversification.

ACM Reference Format:

1 INTRODUCTION

Community Question Answering (CQA) sites offer an opportunity for millions of online users to contribute, share, and discover knowledge. The number of answers for community questions can range from a few, to dozens. In many cases, a user browsing the answers might be interested in several aspects of the answers and would benefit from being exposed to several relevant answer aspects. For example, when looking for recommendations of a movie or a restaurant, one could be interested in several views, and not just a single answer.

An ideal ranking of answers to such a question should combine relevance to the asked question, as well as novelty – by addressing different aspects of the question instead of repeating already seen information in previous answers.
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How can I lose weight? I’m 73 lbs overweight and need to exercise, but I’m fat and lazy. Can you help me lose weight?

Answer 1: Exercise and nutrient-dense foods. If you lose weight very quickly, you will be a lot less likely to keep it off. The first thing I would suggest is to believe in you.

Answer 2: The more you feel good about yourself, the easier and faster it is to lose weight. Please consult your doctor before beginning an exercise or weight loss program. Safest way is to lose 2-3 lbs a week.

Answer 3: Diet always trumps exercise. Add or lose muscle. Too much body fat is not good for your health. Your lifestyle habits can influence weight. You have to diet and exercise.

Answer 4: I’ve gone down from 103 kg to 89 kg in three months by reducing my caloric intake and walking at least 10 kms a day and sometimes 1 even up to 20 km.

Answer 5: Trust me, it won’t be healthy! Why are people seriously giving you tips on losing weight? Even if it is through healthy means, you don’t need tips on losing weight.

Answer 6: If indeed some infections contribute to obesity in people, we could have a potentially very simple and effective prevention strategy: vaccination...

We report results of an extensive experimental evaluation of different variants of our DRN method, showing significant improvements over state-of-the-art approaches (Section 5) on two benchmark datasets, one of which we created and will share with the research community.

Our DRN model lays the foundation for deep learning for answer diversification, that is aware of both relevance and novelty. Making it a promising approach for many other ranking tasks.

2 RELATED WORK

Ranking social media content, and specifically CQA content, has been an active area of research [18, 19]. CQA content in particular has a number of distinct characteristics, such as the duality of questions and answers, and social signals, that have been explored for improving retrieval performance. For example, Xue et al. [35] experimented with variations of language models for retrieving question-answer pairs from CQA archives, while Wang et al. [31] demonstrated improvements by modeling question-answer relationships. It has also been shown that additional features for CQA ranking can be more naturally incorporated using a supervised Learning-to-Rank (LTR) approach (e.g., see Bian et al. [3], Cao et al. [5], Surdeanu et al. [27]), with the added benefit that LTR systems can be optimized for the measure of interest, such as result diversity, in addition to relevance. However, supervised LTR approaches require extensive training data, a shortcoming that we address in the next section by introducing an deep learning method trained in a distant supervised manner. While numerous studies on document novelty and diversification for Web Search and IR have been done in the past [17, 23, 31] the CQA setting exhibits significant differences. First, the answers provided to a specific question are mostly relevant, as opposed to document ranking where many documents are irrelevant to the query. Therefore, common methods in IR, such as MMR perform significantly worse on this task (see Section 4.1). Additionally, many of those methods [33] are supervised and require significant labeling per domain, which is impractical for CQA. Second, CQA answers are shorter than most documents and therefore pose additional challenges to diversification. Finally, the length of the queries in Web search is significantly shorter compared to the length of the CQA questions. Specifically in the CQA domain, Szpektor et al. [28] presented a recommendation algorithm for suggesting questions to potential answerers in CQA sites. They showed that ignoring diversity degrades recommendation performance. Recently, deep learning techniques have been applied to many variants of LTR and Question Answering [13, 30, 32, 34] and specifically for Learning To Rank in CQA, e.g., [6, 21, 33, 36, 37]. While building on these previous works, our effort is distinct in that we develop an end-to-end method for automatically learning to diversify CQA ranking with only minimal distant supervision based on social signals.

3 DRN: DEEP NETWORK ANSWER DIVERSIFICATION MODEL

Our goal is to train a ranking function for CQA that emphasizes both relevance and marginal novelty. Consider an example CQA question in Figure 1, which shows the first six out of eleven answers to the question. The first three answers contain a wide range of aspects, with some shared across answers, and others specific to a certain answer. Answer 4 is relevant to the question, but does not add novelty with respect to former answers. Answer 5 is not highly relevant to the question, and does not address many aspects. Finally, Answer 6 is irrelevant and should be ranked last.

We model the problem as a supervised-learning problem, optimizing to rank a triplet consisting a question and two possible answers, where a positive example is one consisting of both relevant and diverse answers. We learn a fixed-size vector representation of question and candidate answers using a LSTM layer. Then, triplets of question and two answers are combined with a neural tensor layer, and combined score for each triplet is computed. Figure 2 presents DRN architecture at high level. The key innovation of our work is a novel, novelty-driven sampling process, which emphasizes relevance and novelty simultaneously for training the model.
A greedy algorithm selects at each round an answer that is both relevant to the question and introduces most novelty with respect to former ranked answers.

### 3.1 Low-Dimensional Embedding of Question and Answer Text

To be able to perform the neural network matrix operations over question and answer, we need to represent them as a fixed-length vector. In this work, we use a deep recurrent neural network architecture (RNN) to process sequentially each word in the question and the answers, and to produce a low dimensional vector at each step. Intuitively, the output vector at each step represents the information given in the sentence, until the current word. We use an LSTM model [11, 12] and obtain the last word in the sentence embedding as the semantic vector representation for the sentence.

### 3.2 Modeling Question and Answer Context

An answer to a question can be a good candidate or a bad candidate depending on the context where it is given, in our case, within the context of the question asked. Modeling the interactions between the answer and the question is a key aspect in being able to judge its relevance and usefulness. One could try to model these interactions by designing hand-crafted features, which is not an easy task.

Our approach is to discover such features automatically. To be able to perform the neural network matrix operations over the question and answer, we need to represent them as a fixed-length vector. In this work, we use a deep recurrent neural network architecture (RNN) to process sequentially each word in the question and answer, we need to represent them as a fixed-length vector. The tensor product of the parameters of the network will be shared across the triplet, thus results at r matrices of size n x n, or in other words a tensor $W^{[1,r]} \in R^{n \times n \times r}$. The bilinear tensor product $v_q^r W^{[1,r]} v_a$ results in a vector $h \in R^r$, where each entry is computed by one slice $i = 1, \ldots, r$ of the tensor. The other parameters to be learned are $V \in R^{r \times 3n}$, $b \in R^r$ and $u \in R^r$.

#### 3.3 Novelty Driven Sampling

Intuitively, our scoring function should learn to address both relevance and novelty. To tackle this, we introduce a novel sampling approach, which presents three types of examples to our network, one positive and two types of negative examples. To guide the sampling, we introduce a Novelty function that is able to measure the amount of diversity between two given answers.

To construct the positive example for a given question – $(q, Ba, BaDiv)$ for both high relevance and novelty, we select the best answer $Ba$ in a distant supervised manner to be the most voted answer by Yahoo! users, which is commonly assumed to be highly relevant to the question. To address novelty with respect to $Ba$, we construct $BaDiv = \text{argmax}_{a \in A(q)} \text{Novelty}(Ba, a)$ via the Novelty function.

We construct two types of negative examples – one expressing low novelty of a relevant answer, and the second representing low relevance. The first negative example is constructed by selecting an answer $Ba$ as before, and $BaSim = \text{argmin}_{a \in A(q)} \text{Novelty}(Ba, a)$ is an answer the Novelty function suggests to be similar to $Ba$ and therefore not Novel.

The second type of a negative example, $(q, Ra, RaDiv)$ is constructed by selecting a random answer $Ra$ to a random question, and therefore assumed to have poor relevance to the question $q$ of the triplet. Such a triplet is used as a negative example, even though the answer $RaDiv = \text{argmax}_{a \in A(Random(q))} \text{Novelty}(Ra, a)$ is novel with respect to $Ra$ by the Novelty function.

Several Novelty function families can be used for the sampling process without any significant alternations to DRN. We experimented with cosine distance over topic representation of the text.
e.g. LDA [4], and over embedding space, e.g. doc2vec [16]. On validation dataset, we found that the LDA function performed better for the diversification task. Thus, we represent each answer with its corresponding LDA topic probabilities vectors and their level of diversity is measured with the cosine distance.

**Loss function for training DRN**: Our loss function is inspired by the MMR [7] framework. Our approach generalizes the idea of combining relevance and diversity functions by encoding them both into a loss function. We train the network with max-margin criterion, which provides an alternative to probabilistic, likelihood-based estimation methods by concentrating directly on the robustness of the decision boundary of a model [29]. Intuitively, a good example will be separated in space by some margin from the sampled corrupted examples. Our loss function for diversification is defined as:

$$L = \sum_{C,C'} \left[ s(q, Ba, Ba_{Div}) - s(q, Ba, Ba_{Sim}) \right] - \left[ s(q, Ra, Ra_{Div}) - s(q, Ra, Ra_{Div}) \right] + \gamma + \lambda \| \Theta \|_2^2$$

where $\gamma > 0$ is the margin hyper-parameter, $C$ is the training collection of good examples $(q, Ba, BalDiv)$ and $C'$ denotes the collection of all corrupted triplet examples $(q, Ba, BalSim)$ and $(q, Ra, RaDiv)$. To minimize our objective function we used the Adam Optimizer [4].

### 3.4 Ranking Algorithm

In the previous sections we described the construction of an embedding of questions and answers (section 3.1), which is then used in a neural tensor network to assign relevance and novelty scores. In this Section we leverage these scores into a novelty-driven ranking algorithm (1). The algorithm greedily selects answers to maximize scores learned by the neural network. For each question and the set of its $n$ corresponding answers, we perform $n \times n$ forward inference steps, thus producing a score for every combination of the question and two of its answer. This step results in an $n \times n$ scores matrix for each question and its answers. We then select the first answer and add it to the ranked answers list. We note that in this work, we focus on the diversification aspect, i.e., given a selected first answer, we wish to select relevant answers that introduce new aspects. To initialize our ranking algorithm, we must choose the first answer. Selecting the best answer to a question is a well researched task in the literature [2, 25]. Inspired by prior work, we choose the first answer using a classifier optimized to select answer with high number of aspects.

Going back to our ranking algorithm, in line 4 we iteratively choose the next answer as the one with the highest sum of scores with respect to the question and the answers chosen so far. Intuitively, the answer that maximize this step, is the one with high relevance to the question, and simultaneously a high level of novelty with respect to the answers chosen in earlier steps, where all these answers are taken into account.

### 4 EXPERIMENTAL SETTING

In this section we describe the state of the art baselines that we compare to our method, DRN, as well as the evaluation metric and the CQA datasets used in the experiments. All the methods, including baselines, first used basic pre-processing, including: tokenization, stop-words removal, and spell checking, which is an important step in CQA domain due to its noisy nature.

**Tuning and Final Configuration** Based on a validation set, we tuned our network hyper-parameters, with final values of $\gamma = 5$, learning rate $= 0.001$, batch size $= 100$, negative examples $= 4$ of each type, regularization $\lambda = 0.0001$, LSTM state size $= 50$.

### 4.1 Evaluation Metrics

One of the most prominent metrics for diversification measurement in QA and IR systems is $\alpha$NDCG [9]. To compute $\alpha$NDCG we first define $r_j^k = 1$ as an indicator function for the event where the i-th answer contain proposition related to the k-th aspect. The complete $\alpha$NDCG formulation is:

$$\alpha\text{NDCG} = \frac{1}{k} \sum_{j=1}^{k} r_j^k$$

where $s_{i,k-1} = \sum_{j=1}^{k-1} r_j^k$.

Intuitively, $\alpha$NDCG rewards answers with the highest discounted cumulative gain, where gain is measured by the novelty the answer aspects introduce with respect to previously ranked answers.

Additionally, we present results with an additional common IR metric for diversification – ERR-IA [8]. ERR-IA is defined as the expectation of ERR over the different aspects, where $R_i$ is the probability that the user will be satisfied with the i-th document (in our case, the i-th answer) and $n$ is the number of answers retrieved. Specifically, $ERR$ is defined as:

$$ERR = \sum_{i=1}^{n} \frac{1}{r_i} \prod_{r=1}^{R_i} (1-R_r)$$

Together, $\alpha$NDCG and ERR-IA comprise the two main metrics recommended to use for evaluating search result diversity, as surveyed in reference [24].

### 4.2 Baseline Methods

**BM25 [22]**: Originally proposed for ad-hoc information retrieval, BM25 ranks documents according to term frequencies.

**MMR [7]**: The maximal marginal relevance is a traditional method promoting diversity by combining two standalone similarity and diversity functions.

**LDARanker [15]**: This is an unsupervised algorithm that aims to diversify ranking by selecting answers with good coverage over the set of all answers to a question.

**SimRanker [20]**: Serves as our state-of-the-art supervised baseline method. This algorithm use the notion of propositions and leverage on data with diversity labels for training parameters to predict whether two propositions are diverse, then a greedy procedure selects iteratively answer that best combines a set of relevant
propositions that are both diverse, and important. 

**SimRanker-ESA** [20]: Serves as our state-of-the-art unsupervised baseline method. **SimRanker** – **ESA** only differs from the supervised version in the similarity function between propositions, as it uses a cosine similarity of the “Explicit Semantic Similarity”, or CQA-ESA[10] representations of each proposition.

Due to lack of access to a proprietary method described in [20], our method **DRN** is compared to **SimRanker** and **SimRanker – ESA** only on the first benchmark with results given by the authors, for calibration of our method to the state of the art. On the second benchmark, we compare **DRN** with **BM25**, **MMR** and **LDA-Ranker**.

### 4.3 Datasets

In 2009, Yahoo published a dataset with questions and their corresponding answers from Yahoo Answers web site. The corpus contains 4,483,032 questions and their answers. In addition to question and answer text, the corpus contains a small amount of metadata, (e.g. most voted answer). We use a subset of this dataset with randomly chosen 250K questions and their corresponding answers for generating training data with our novel sampling approach.

**Yahoo-Novelty Dataset**: Recently, [20] developed a dataset specifically for diversification, the dataset consist a random sample from Health category in Yahoo answers. The data consist of questions and answers, with their relevant propositions clustered into aspects.

**LiveQA-Novelty Dataset**: To be able to test our system on larger scale, and on questions from a variety of categories, we have developed an additional larger dataset designed specifically for diversification, following the methodology presented by Omari et al. [20]. The questions were sampled from three categories of the LiveQA 2015 dataset [1]: Health, Pets, and Arts & Humanities. We then selected the subset of the questions with at least 7 answers. First, each answer is partitioned into propositions, and each proposition is then manually judged for its relevance to the question. Propositions found to be relevant to a question from all of its answers are then grouped into aspects.

Specifically, annotation of the LiveQA-Novelty data was done in 3 phases: (1) Identifying relevant propositions in answers - We have used Amazon Mechanical Turk for the annotations. Each HIT (A Human Intelligence Task) contained a question and an answer partitioned automatically into propositions, and the MTurk workers were given the instruction to mark each proposition as relevant or not to the question. (2) Filtering questions - Second step of relevant propositions filtering was done manually by the authors. During this phase we removed all the questions with fewer than 5 total relevant propositions in their answers. (3) Aspects clustering - the authors manually grouped relevant propositions for each of the test question into clusters representing aspects. We computed the answer/aspect-cluster agreement of two annotators using Cohen’s kappa statistic. The score kappa = 0.72 suggests moderate to high agreement indicating the labeling is reliable. As a result of this labeling, our LiveQA-Novelty dataset contains 207 questions, with 2,488 answers in total, with at least 7 answers for each question. We will make our labeled LiveQA-Novelty Dataset available for further research in the community. \(^1\)

---

\(^1\)https://github.com/shaharharel/CQA_Diversification

<table>
<thead>
<tr>
<th>Model</th>
<th>(\alpha) NDCG (Yahoo)</th>
<th>(\alpha) NDCG (LiveQA)</th>
<th>ERR-IA (Yahoo)</th>
<th>ERR-IA (LiveQA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA-Ranker</td>
<td>0.62</td>
<td>0.58</td>
<td>0.6</td>
<td>0.51</td>
</tr>
<tr>
<td>BM25</td>
<td>0.67</td>
<td>0.52</td>
<td>0.53</td>
<td>0.43</td>
</tr>
<tr>
<td>MMR</td>
<td>0.66</td>
<td>0.56</td>
<td>0.57</td>
<td>0.46</td>
</tr>
<tr>
<td>SimRanker-ESA</td>
<td>0.75</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SimRanker</td>
<td>0.80(^*)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DRN</td>
<td>0.82(^*)</td>
<td>0.68(^*)</td>
<td>0.63(^*)</td>
<td>0.56(^*)</td>
</tr>
</tbody>
</table>

Table 1: \(\alpha\) NDCG for all methods over Yahoo-Novelty dataset (Left) and LiveQA-Novelty dataset (Right); significant improvements are marked with \(^*\).

## 5 EXPERIMENTAL RESULTS

In this section we present our experimental results, and analyze the performance of **DRN**. Then, we take deeper look at **DRN** internal latent space behavior.

### 5.1 Main Results

Table 1 report the performance of **DRN** and the baseline algorithms on Yahoo-Novelty and LiveQA-Novelty datasets respectively. Statistically significant \((p < 0.05)\) improvements are marked with \(^*\). The results show that on both datasets, **DRN** outperforms the baselines **BM25**, **MMR**, **LDA-Ranker** and **SimRanker – ESA**. We hypothesize that our algorithm is able to automatically learn novelty-driven features defined over interactions of questions and answers, while **BM25** and **SimRanker – ESA** are mostly dependent on semantic similarity between questions and answers. One might consider **LDA-Ranker** comparable to our method, as both are based on a topic models (i.e., **DRN** utilizes it during the sampling phase). However, **LDA-Ranker** does not consider the interactions with the question when considering the novelty-driven answers ranking, thereby ignoring essential information. The only method directly comparable to ours is the **SimRanker**-Supervised. However, this is a supervised approach, which requires data with diversity labels for training. In contrast, our method **DRN** is trained in a distant supervised manner, which requires only minimal social signals and does not require any human-annotated diversity labels.

We can observe a significant difference between the performances measured by \(\alpha\) NDCG in the Tables 1. The reason for that, is the rate of relevant answers in Yahoo Answers Novelty Based Answer Ranking dataset compared to liveQA Answers Novelty Based Answer Ranking dataset. The former holds a relevant answer rate of 0.8 which means, 80% of the answers contain 1 relevant aspect or more, while the latter holds a rate of 0.45, which makes it a more realistic and difficult environment for all discussed algorithms. Also liveQA Answers contains questions from various categories and therefore complicates the ranking.

### 5.2 Performance Analysis

In the example in Figure 3, eight relevant aspects appear in ten answers that were provided for the question. **DRN** is able to cover three of them in the first answer, adds another four in the following one where two of them are novel aspects. The third answer the algorithm choose has no relevant aspects – presenting an example where our approach might fail. This failure can be explained by the topic-driven nature of our **Novelty** function (Section 3). The third answer contains a lot of seemingly new topics (e.g., “meditation” and “house plant”). Since our algorithm rewards diverse topics, it
How can I sleep longer? Ok, so it may seem like a silly question, but how do I sleep longer? No matter how tired I am at night, it’s impossible for me to sleep more than 5 or 6 hours...

Try vitamin supplements. At night be sure to turn off all electronics that receive radio waves! Make sure your diet and exercise are at a standard level.

Most sleeping problems are probably caused by stress, depression, anxiety and worry. To sleep better just relax and switch off. Some light exercise. Common OTC sleep aids include Chamomile tea, 5-HTP, Melatonin.

When it comes to sleep, if I don’t get enough, my day gets all out of wack. Got a house plant for my bedroom, tried sure room is dark enough so no disruption in the morning. Helps too who knows maybe the cellular radiation has effect on your sleep rhythm. Don’t watch tv too late. Make nice shower before bed helps, make sure no disturbance from any noise. Good nutrition and vitamins everyday helps too who knows maybe the cellular radiation has effect on your sleep rhythm. Don’t watch tv too late. Make sure room is dark enough so no disruption in the morning.

Most sleeping problems are probably caused by stress, depression, anxiety and worry. To sleep better just relax and switch off. Some light exercise. Common OTC sleep aids include Chamomile tea, 5-HTP, Melatonin.

Nice shower before bed helps, make sure no disturbance from any noise. Good nutrition and vitamins everyday helps too who knows maybe the cellular radiation has effect on your sleep rhythm. Don’t watch tv too late. Make sure room is dark enough so no disruption in the morning.

Table 2: BM25 ranking by aspects over the same example as in figure 3.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer 1: Aspects: 2, 4, 7</th>
<th>Answer 2: Aspects: 0, 1, 2, 4</th>
<th>Answer 3: Aspects: 4</th>
<th>Answer 4: Aspects: 3, 4, 5, 6, 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25 Ranking</td>
<td>Answer 1 - Aspects: 2, 4, 7</td>
<td>Answer 2 - Aspects: 2</td>
<td>Answer 3 - Aspects: 4</td>
<td>Answer 4 - Aspects: 0, 1, 2, 4</td>
</tr>
</tbody>
</table>

Figure 3: Example question with its top four answers ranked by DRN. The aspects are numbered in the left column and colored in different colors across answers according to human gold-standard annotation.

Figure 4: DRN LSTM answers vector space for the same question as in figure 3.

6 CONCLUSIONS

Modeling both relevance and novelty for ranking answers is a key requirement for effective and user-friendly complex question answering and result presentation, especially with increasing adaption of conversational interfaces and small-screen mobile devices. Previous state of the art approaches have been supervised, requiring extensive manual annotations to obtain both relevance and diversity labels. In this work, we present DRN, a novel method which reaches state-of-the-art results using distant supervision for relevance, and no labeled data for diversity. Our method automatically learns a novelty-aware scoring function based on the Neural Tensor Network representations of the interactions between questions and answers, and a novel sampling approach for training, which emphasizes relevance and novelty. Using our model, we presented a new ranking algorithm, which ranks answers by their scores with respect to the formerly chosen answers. Experimental results based on two data sets demonstrated that our algorithm outperformed the state of the art baselines that required significant feature engineering and labeled datasets. As future work, we plan to address multiple forms of diversity, by extending our sampling phase to emphasize multiple types of Novelty functions and novelty-driven negative examples. Our method could be extended to other settings of complex question answering over social media, and more broadly to complex question answering and Web search tasks that require retrieving relevant, useful, and novel answers.